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The Progressive-Restricted method (PR) increases the security (in terms of item exposure) of Computerized Adaptive Testing (CAT). However, little is known about the effect of the acceleration parameter on precision and security. Therefore, we evaluated the PR with different acceleration parameters in CATs with fixed and variable-length. We combined item selection methods (Maximum Fisher Information – MFI – and PR) with stopping criteria (Fixed length, Standard error of 0.30 and Error reduction of 0.015) and simulated CATs for each Enem test. With the error reduction criterion, the precision with MFI was lower. In the other CATs, the precision was similar. Security has increased with larger acceleration parameters. At last, we compared the linear format of the Enem with the 20-item CAT. The latter had greater precision.
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Introduction

Computerized Adaptive Testing (CAT) can increase test efficiency by reducing its length (Bulut & Kan, 2012; Mizumoto et al., 2019; Spenassato et al., 2016). However, in high-stakes tests, security (in terms of item exposure) must also be considered, alongside efficiency. Through a random component, the progressive-restricted (PR) method manages item exposure without compromising efficiency or precision (Leroux
Dodd, 2016; Leroux et al., 2013). The importance of this random component in item selection decreases over the application, and the speed of this decrease impacts the amount of low-exposed items (Barrada et al., 2008). This speed is determined by the acceleration parameter in the PR method equation, which has been little explored, especially in variable-length CAT. Therefore, in this study, we evaluated the use of PR exposure control with different acceleration parameters in fixed-length and variable-length CATs using data from the Brazilian National High School Exam (Enem), a high-stakes educational test used for higher education admission.

CAT optimizes test administration because items are administered to the participant based on their response to the previous item (Weiss & Kingsbury, 1984). Maximum Fisher Information (MFI) method, selecting items with the highest information for the provisional theta (latent variable) enhances efficiency (in terms of test length) without compromising precision, or even improving it. For example, the study by Sulak and Kelecioğlu (2019) had an average test length of 7.07 items with a bank of 250 items. Spenassato et al. (2016) simulated the administration of the Enem 2012 in CAT format and reduced the test length from 45 to 33 items, with a correlation of 0.998 between the original and simulated thetas.

The PR exposure control method avoids item overexposure and reduces item underexposure and overlap. Overlap corresponds to the proportion of identical items administered to two randomly selected examinees. In the simulation by Leroux and Dodd (2016), conditions without exposure control had the root mean square error (RMSE) reaching 0.31. When the PR method was implemented, this value did not exceed 0.34. In addition to the small decrease in precision, this method provided greater test security, as the lowest overlap rate obtained without exposure control was around 0.42, while with PR the highest rate was around 0.21. In other words, without using PR,
two random examinees shared about 42% of their test items. This rate was halved when this method was adopted. Other studies have also pointed to the potential of using PR to increase test security without compromising precision compared to the MIF method (e.g., Lee & Dodd, 2012; Leroux et al., 2013, 2019).

The PR combines two methods of exposure control: restricted maximum information and progressive (Revuelta & Ponsoda, 1998). In the restricted maximum information method, a maximum exposure rate is established for items. At the beginning of the administration, only items with exposure rates lower than the maximum are available for administration. The remaining items are selected using the MFI method.

In the progressive method, the administered item is the one that has the highest sum between two components: a random component and an informative component. At the beginning of the administration, the importance of the random component is 100% and that of the informative component is 0%. The importance of the random component decreases over the application, while that of the informative component increases. In terms of notation, in the progressive method, the selected item \( j^* \) will be the one that:

\[
j^* = \arg \max_{j \in S} \left[ (1 - W)R_j + W I_j(\hat{\theta}_t) \right]
\]  

(1)

where \( S \) represents the bank of items available for administration, \( \hat{\theta}_t \) corresponds to the provisional theta after the administration of \( t \) items, \( I_j(\hat{\theta}_t) \) is the information of item \( j \) for the provisional theta, \( R_j \) is a random number drawn from a uniform distribution with a range between zero and the value of the highest information among the available items in the bank, \([0; \max_{j \in S} I_j(\hat{\theta}_t)]\), and \( W \) is the weight that determines the importance of the random and informative components in the equation for item \( j \). The expression \( \arg \max_{j \in S} \) indicates that item \( j \) with the highest result of the function will be
selected, i.e., the one that presents the highest sum between the random and informative components.

The weight $W$ in fixed-length CAT can be calculated as follows (Barrada et al., 2008):

$$W = \begin{cases} 
0, & \text{if } t = 0 \\
\frac{\sum_{b=2}^{t} (b-1)^k}{\sum_{b=2}^{N} (b-1)^k}, & \text{if } t \neq 0
\end{cases}$$

where $N$ is the test length and $k$ is the accelerator parameter. This parameter affects the speediness of increase of $W$, that is, the rate at which $W$ moves away from 0 during the administration. The larger the parameter $k$, the slower $W$ increases, and the slower the random component loses importance.

For variable-length tests, $W$ can be calculated as follows (Magis & Barrada, 2017):

$$W = \begin{cases} 
0, & \text{if } t = 0 \\
\max \left[ I(\hat{\theta}_t), \frac{q}{M - 1} \right]^k, & \text{if } t \neq 0
\end{cases}$$

where $l_{stop}$ is the information needed to reach the stopping value of the standard error and $M$ is the maximum test length. Figure 1 illustrates four situations of $k$ values in a 45-item CAT and in a variable-length CAT. For the latter, the x-axis corresponds to the formula ratio, which is the base in Equation 3, i.e., $\max \left[ I(\hat{\theta}_t), \frac{q}{l_{stop} \cdot M - 1} \right]$.

From Figure 1, it can be observed that as the acceleration parameter $k$ increases, $W$ increases more slowly, and the random component loses importance more slowly. At the same time, the importance of the information increases more slowly. Consequently, the importance of item discrimination (which is directly related to its information) will also increase more slowly. Therefore, less discriminative items are more exposed under these conditions compared to situations where the importance of information is higher.
Increasing the exposure of less discriminative items may reduce the demand for new items in the item bank, as exposure of other items will decrease. Although the change in the acceleration parameter may have a positive impact on the characteristics of a CAT, its effect on test efficiency, precision, and security has been little studied (e.g., Barrada et al., 2008). Additionally, the effect of this changing in variable-length CAT is not known.

Figure 1. Variation of the weight in the progressive-restricted method with different acceleration parameters, in fixed-length and variable-length CATs

![Graph A) fixed-length CAT](image1)

![Graph B) variable-length CAT (x-axis corresponds to the base in Equation 3)](image2)

Given the gaps identified in the paragraphs above, this study selected the PR method to investigate to what extent it alters the efficiency (in terms of test length), precision, and security (in terms of item exposure) of a CAT with different stopping rules. Our aim was to evaluate the PR exposure control with different acceleration parameters in fixed-length and variable-length CATs. We simulated the administration of the Brazilian Enem (a high-stakes educational test administered on paper) in a CAT format. The Enem, which is administered annually by the Brazilian Institute for
Educational Studies and Researches Anísio Teixeira (Inep), is composed of an essay and four tests with 45 multiple-choice items each, namely: Human Sciences (HS), Natural Sciences (NS), Languages and Codes (LC), and Mathematics (MT). For this paper, we used the MT test.

Our research questions were as follows:

(1) How do the efficiency, precision, and security of the test vary when adopting the PR exposure control?

(2) How do the efficiency, precision, and security vary as a function of the acceleration parameter of the PR method?

(3) What is the impact on the precision of the Enem when reducing its length through a CAT with exposure control?

We formulated the following study hypotheses: (H1) the efficiency and precision of the PR method will be similar to those of MFI; (H2) the security of PR will be higher than that of MFI; (H3) the efficiency and precision of the PR method will be similar across all acceleration parameters; (H4) the higher the acceleration parameter, the higher the security; and (H5) the precision of a CAT with PR will be higher than that of a linear test.

This study advances because it evaluates the PR method and different values of its acceleration parameter, which are underexplored in the literature, especially in variable-length CAT. Moreover, it is novel because it evaluates the combination of the PR method with the stopping criterion of observed error reduction, which, despite being efficient, is also underexplored. Lastly, the simulation study uses a robust item bank (792 items) previously administered in a real-world setting.
Methods

Study design

For each type of CAT (fixed-length and variable-length), we manipulated item exposure control and stopping criterion. As item exposure control, we used the PR method with two acceleration parameters: for fixed-length CATs, PR with $k = 1$ (PR1) and PR with $k = 2$ (PR2); for variable-length CATs, PR with $k = 2$ (PR2) and PR with $k = 3$ (PR3). Therefore, we had three exposure control conditions for each type of CAT, one of them being the absence of control. The maximum item exposure rate for PR was set at 0.30.

We had five item selection methods (random, MFI, PR1, PR2, and PR3), with four methods for each type of CAT. We used four stopping rules: for fixed-length CATs, 45 items (FL45) and 20 items (FL20); for variable-length CATs, standard error of 0.30 (SE30) and a combination of standard error of 0.30 with error reduction of 0.015 (ER015). The error reduction stopping rule performed well in previous simulations (e.g., Kallen et al., 2018; Morris et al., 2020). As we replicated the response bank 20 times, this study had a total of 320 simulations. Table 1 shows the conditions of the simulations. All commands are available at http://github.com/alexandrejaloto/PR_CAT.

Table 1. Conditions of the simulations for fixed-length CATs

<table>
<thead>
<tr>
<th>Stopping rule</th>
<th>Selection method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed-length CATs</strong></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>Fixed-length CATs</td>
</tr>
<tr>
<td>Fixed length of 45 items (FL45)</td>
<td>RANFL45 MFI FL45 PR1FL45 PR2FL45</td>
</tr>
<tr>
<td>Fixed length of 20 items (FL20)</td>
<td>RANFL20 MFI FL20 PR1FL20 PR2FL20</td>
</tr>
<tr>
<td><strong>Variable-length CATs</strong></td>
<td></td>
</tr>
<tr>
<td>Standard error of 0.30 (SE30)</td>
<td>RANSE30 MFI SE30 PR2SE30 PR3SE30</td>
</tr>
<tr>
<td>Standard error of 0.30 or Error reduction of 0.015 (ER015)</td>
<td>RANER015 MFI ER015 PR2ER015 PR3ER015</td>
</tr>
</tbody>
</table>

Note. MFI = Maximum Fisher information PR = progressive-restricted; AP = acceleration parameter of progressive method.
**Response bank**

We drew a simple random sample of participants from the 2020 edition. Data were obtained from the microdata of Enem (available at https://www.gov.br/inep/pt-br/acesso-a-informacao/dados-abertos/microdados/enem) on 01/11/2022. The sample size was determined to ensure a mean with a standard error of 5 points on the Enem scale (equivalent to a coefficient of variation of 0.01) with a 95% confidence interval. By adopting this procedure, we were able to generalize our results to the population of the 2020 edition of the Enem. Additionally, we supplemented the sample size until it was three times larger than the number of items in the item bank. This allows other researchers to compare their results related to item exposure with ours more robustly, as one may keep the ratio between the size of the item bank and the size of the participants constant. The descriptive statistics of the participants in the Enem 2020 and the sample are presented in Table 2.

Table 2. Descriptive statistics of the participants in the Enem 2020 and the simulation samples

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean (standard deviation)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants in Enem</td>
<td>2,596,527</td>
<td>0.16 (0.90)</td>
<td>-1.33–3.66</td>
</tr>
<tr>
<td>Simulation sample</td>
<td>2,376</td>
<td>0.14 (0.90)</td>
<td>-1.33–3.35</td>
</tr>
</tbody>
</table>

Item responses were generated through Monte Carlo simulations, creating a response matrix where rows represented subjects and columns represented the 792 items. This approach simulated responses as if each subject had answered all items, ensuring robust replication. We replicated the simulation 20 times.

**CAT specifications**

The item bank was composed of items administered in the Enem from 2009 to 2020, obtained from the microdata in November 2022. We excluded items that did not have information about the assessed content and those that were excluded by the Inep
team from the analyses (these items did not have IRT parameters). Item discrimination had a mean of 2.09 (SD = 0.78), item difficulty had a mean of 1.97 (SD = 1.33) and item pseudoguess had a mean of 0.16 (SD = 0.06). Figure 2 shows the test information curve and the density distribution of the thetas for the sample.

Figure 2. Information curve of the item banks and density distribution of the thetas for each sample

Note. The solid line represents the density distribution of thetas for the sample, while the dashed line represents the item bank information.

For the MFI method, the initial theta was set to the mean of the scores in the Enem 2020. For content balancing of the test, we used the modified constrained CAT method (MCCAT; Leung et al., 2000). We estimated theta using the EAP (Expected a Posteriori). The variable-length applications had a minimum of 15 items and a maximum of 60 items. The fixed-length applications had 20 (showed as a potential reduction by Jaloto & Primi, 2023b) and 45 (length of the traditional Enem) items. The simulation was conducted using the simCAT package (Jaloto & Primi, 2023a), which is inspired on the catR package (Magis & Raîche, 2012) but includes some differences, such as content balancing using MCCAT and stopping criterion based on error reduction.
CAT evaluation

Efficiency of variable-length CATs was assessed based on minimum, maximum, mean, and median application lengths, with lower values indicating greater test length reduction, enhancing efficiency. Precision evaluation involved correlation, bias, and RMSE between real and simulated thetas, with real theta representing participants’ official scores. Standard error of measurement for simulated theta was also considered. Mean values of these indicators across 20 replications were reported.

Bias, measuring the difference between real and simulated thetas, was calculated as

\[ V = \frac{\sum_{i=1}^{n}(\hat{\theta}_i - \theta_i)}{n} \]  

(4)

where \( n \) is the total number of subjects, \( \hat{\theta}_i \) is the estimated theta of subject \( i \), and \( \theta_i \) is the real theta. RMSE was calculated as

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n}(\hat{\theta}_i - \theta_i)^2}{n}} \]  

(5)

The lower the RMSE, the more precise the CAT.

Security evaluation considered item exposure and overlap. Item exposure, ranging from zero to one, represented the ratio of item administrations to subjects. An exposure rate over 0.30 indicated potential item overexposure. Overexposed items, administered to a large proportion of participants, reduced item bank security. In addition to calculating item exposure rates, we established intervals of exposure rates and examined the number of items in each interval.

Overlapping items presented to two randomly chosen participants were assessed using (Chen et al., 2003)

\[ T = \frac{S^2 + \bar{r}}{\bar{r}} \]  

(6)
where $S^2$ is the variance of the item exposure rates and $\bar{f}$ is the average of the item exposure rates. Higher overlap rates compromise item bank security.

In addition to reporting overall averages across 20 replications, a graphical analysis of standard error and RMSE conditioned on theta was conducted. The condition with the best efficiency, precision, and security indicators was selected, and its precision was compared with the linear test of Enem 2020.

**Comparison with Enem 2020**

With the response bank, we selected the responses to the items from Enem 2020 and calculated participants’ scores with EAP. Then, we compared the indicators of precision of the linear test with the indicators of the selected CAT from the previous step.

**Results**

We present results regarding MT test, and graphs along with commands for all four areas are available at [http://github.com/alexandrejaloto/PR_CAT](http://github.com/alexandrejaloto/PR_CAT).

**Efficiency of the CATs**

Table 3 presents the efficiency indicators for the eight variable-length CAT conditions. The MFI method showed smaller average test lengths (31.2) compared to PR2 (40.5) and PR3 (44.2) with the SE30 stopping rule. All three methods outperformed random, with differences up to 23 items (MIF). The average value of medians for the MFI method was 20, indicating that 20 items were sufficient to estimate the theta for 50% of the sample. Using progressive-restricted method, this value ranged from 40.1 (PR2) to 46.1 (PR3). There were no major differences between the methods in terms of the average values of the minimum length and maximum length of the tests in the four selection methods. ER015 rule resulted in smaller test lengths, with negligible
differences between selection methods.

Table 3. Average of the minimum, maximum, mean, and median values of items administered in the simulations

<table>
<thead>
<tr>
<th>Stopping rule</th>
<th>Selection method</th>
<th>Min</th>
<th>Max</th>
<th>NIA</th>
<th>MIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE30</td>
<td>RAN</td>
<td>15.4</td>
<td>60.0</td>
<td>54.6</td>
<td>60.0</td>
</tr>
<tr>
<td></td>
<td>MFI</td>
<td>15.0</td>
<td>60.0</td>
<td>31.2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>PR2</td>
<td>15.0</td>
<td>60.0</td>
<td>40.5</td>
<td>40.1</td>
</tr>
<tr>
<td></td>
<td>PR3</td>
<td>15.0</td>
<td>60.0</td>
<td>44.2</td>
<td>46.1</td>
</tr>
<tr>
<td>ER015</td>
<td>RAN</td>
<td>15.0</td>
<td>20.8</td>
<td>15.3</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>MFI</td>
<td>15.0</td>
<td>19.5</td>
<td>15.2</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>PR2</td>
<td>15.0</td>
<td>23.5</td>
<td>15.7</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td>PR3</td>
<td>15.0</td>
<td>22.5</td>
<td>15.5</td>
<td>15.0</td>
</tr>
</tbody>
</table>

Note. NIA = average number of items administered; Min = minimum; Max = maximum; MIA = median of items administered; RAN = random; MFI = Maximum Fisher Information; PR2 = progressive-restricted with $k = 2$; PR3 = progressive-restricted with $k = 3$; SE30 = standard error of 0.30; ER015 = standard error of 0.30 or error reduction of 0.015.

**Precision of the CATs**

Table 4 shows precision indicators for the 16 CAT conditions. MFI method exhibited the best precision values, while the random method showed the worst. Differences between MFI and PR methods were negligible, and also between acceleration parameters. Conditions with the ER015 stopping criterion had lower precision compared to SE30.

Table 4. Average of standard error, correlation, bias, and root mean squared error of the replications

<table>
<thead>
<tr>
<th>Selection method</th>
<th>SE</th>
<th>COR</th>
<th>Bias</th>
<th>RMSE</th>
<th>SE</th>
<th>COR</th>
<th>Bias</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-length CAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAN</td>
<td>0.510</td>
<td>0.880</td>
<td>0.078</td>
<td>0.439</td>
<td>0.639</td>
<td>0.805</td>
<td>0.088</td>
<td>0.544</td>
</tr>
<tr>
<td>MFI</td>
<td>0.241</td>
<td>0.965</td>
<td>0.035</td>
<td>0.243</td>
<td>0.311</td>
<td>0.947</td>
<td>0.046</td>
<td>0.299</td>
</tr>
<tr>
<td>PR1</td>
<td>0.288</td>
<td>0.954</td>
<td>0.042</td>
<td>0.281</td>
<td>0.360</td>
<td>0.933</td>
<td>0.053</td>
<td>0.337</td>
</tr>
<tr>
<td>PR2</td>
<td>0.297</td>
<td>0.952</td>
<td>0.045</td>
<td>0.287</td>
<td>0.376</td>
<td>0.928</td>
<td>0.058</td>
<td>0.347</td>
</tr>
<tr>
<td>Variable-length CAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAN</td>
<td>0.481</td>
<td>0.894</td>
<td>0.076</td>
<td>0.418</td>
<td>0.682</td>
<td>0.772</td>
<td>0.095</td>
<td>0.583</td>
</tr>
<tr>
<td>MFI</td>
<td>0.287</td>
<td>0.952</td>
<td>0.034</td>
<td>0.282</td>
<td>0.334</td>
<td>0.941</td>
<td>0.048</td>
<td>0.316</td>
</tr>
<tr>
<td>PR2</td>
<td>0.333</td>
<td>0.940</td>
<td>0.043</td>
<td>0.317</td>
<td>0.519</td>
<td>0.874</td>
<td>0.077</td>
<td>0.450</td>
</tr>
<tr>
<td>PR3</td>
<td>0.342</td>
<td>0.937</td>
<td>0.048</td>
<td>0.323</td>
<td>0.628</td>
<td>0.808</td>
<td>0.088</td>
<td>0.541</td>
</tr>
</tbody>
</table>
Note. SE = standard error; COR = correlation; RMSE = root mean square error; RAN = random; MFI = Maximum Fisher Information; PR1 = progressive-restricted with $k = 1$; PR2 = progressive-restricted with $k = 2$; PR3 = progressive-restricted with $k = 3$; FL20 = fixed-length (20 items); FL45 = fixed-length (45 items); SE30 = standard error of 0.30; ER015 = standard error of 0.30 or error reduction of 0.015.

**RMSE and standard error conditioned on theta**

Figure 3 illustrates RMSE and standard error across the Enem scale. MFI, PR1, PR2, and PR3 showed significant gains in precision compared to the random method. Precision with PR as exposure control was adequate in fixed-length CATs and with the SE30 stopping rule, and with these rules there were no major difference between different acceleration parameters.

![Figure 3. RMSE and Standard error conditioned on theta](image)

**Security of CATs**

The results regarding CAT security are not easily comparable across all conditions, unlike the results regarding precision. This is because larger tests naturally use more items in one administration, which increases the number of times an item is administered. Therefore, it is expected that the proportion of non-administered items
will be lower. Additionally, an overlap rate of 0.30 in a 20-item test represents the administration of six common items between two subjects, whereas in a 45-item test, it represents 13.5 items. Therefore, we compare item exposures with caution across different CAT conditions.

Table 5 summarizes security indicators. In general, the random method provided the most secure test administrations, while the MFI method was the least secure. The inclusion of the PR exposure control method significantly increased test security, with higher acceleration parameter values resulting in greater security.

In fixed-length CATs with random, PR1, or PR2 methods, all items were presented at least once, irrespective of test size. However, the MFI method had non-administered items, indicating underutilization of the item bank. Exposure control methods capped maximum exposure rates at 0.30, and reduced item overlap rates.

For variable-length CATs under random or PR conditions, all items were presented at least once, regardless of the stopping rule. Similar to fixed-length CATs, the MFI method underutilized the item bank the most, having unadministered items. The inclusion of exposure control significantly reduced the proportion of non-administered and overexposed items.

Table 5. Mean of the minimum and maximum exposure rates and item overlap rate

<table>
<thead>
<tr>
<th>Selection method</th>
<th>Fixed-length CAT</th>
<th>Variable-length CAT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r_{\text{min}} )</td>
<td>( r_{\text{max}} )</td>
</tr>
<tr>
<td>Fixed-length CAT</td>
<td>FL45</td>
<td>FL20</td>
</tr>
<tr>
<td>RAN</td>
<td>0.035</td>
<td>0.098</td>
</tr>
<tr>
<td>MFI</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>PR1</td>
<td>0.005</td>
<td>0.300</td>
</tr>
<tr>
<td>PR2</td>
<td>0.011</td>
<td>0.300</td>
</tr>
<tr>
<td>Variable-length CAT</td>
<td>SE30</td>
<td>ER015</td>
</tr>
<tr>
<td>RAN</td>
<td>0.041</td>
<td>0.131</td>
</tr>
<tr>
<td>MFI</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>PR2</td>
<td>0.007</td>
<td>0.300</td>
</tr>
<tr>
<td>PR3</td>
<td>0.014</td>
<td>0.300</td>
</tr>
</tbody>
</table>
Note. $r_{\text{min}} = \text{minimum mean item exposure rate}; r_{\text{max}} = \text{maximum mean item exposure rate}; O = \text{mean overlap}; \text{RAN} = \text{random}; \text{MFI} = \text{Maximum Fisher Information}; \text{PR1} = \text{progressive-restricted with } k = 1; \text{PR2} = \text{progressive-restricted with } k = 2; \text{PR3} = \text{progressive-restricted with } k = 3; \text{FL20} = \text{fixed-length (20 items)}; \text{FL45} = \text{fixed-length (45 items)}; \text{SE30} = \text{standard error of 0.30}; \text{ER015} = \text{standard error of 0.30 or error reduction of 0.015}.$

Table 6 details the mean percentage of items per exposure rate interval. The MFI method consistently had higher proportions of items not administered and items overexposed. Exposure control methods effectively reduced these proportions.

Table 6. Overall average percentages of items for each exposure rate interval in fixed-length CATs

<table>
<thead>
<tr>
<th>Exposure</th>
<th>RAN</th>
<th>MFI</th>
<th>PR1</th>
<th>PR2</th>
<th>RAN</th>
<th>MFI</th>
<th>PR2</th>
<th>PR3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-length CAT</td>
<td>FL20</td>
<td>FL45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.0</td>
<td>82.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>62.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0:02]</td>
<td>0.0</td>
<td>5.8</td>
<td>81.6</td>
<td>80.4</td>
<td>0.0</td>
<td>13.6</td>
<td>55.2</td>
<td>18.6</td>
</tr>
<tr>
<td>(0.02:0.05]</td>
<td>100.0</td>
<td>2.7</td>
<td>7.4</td>
<td>9.2</td>
<td>25.8</td>
<td>5.1</td>
<td>19.8</td>
<td>57.8</td>
</tr>
<tr>
<td>(0.05:0.1]</td>
<td>0.0</td>
<td>2.0</td>
<td>3.5</td>
<td>4.4</td>
<td>74.2</td>
<td>5.2</td>
<td>8.8</td>
<td>10.4</td>
</tr>
<tr>
<td>(0.1:0.15]</td>
<td>0.0</td>
<td>1.5</td>
<td>2.1</td>
<td>1.5</td>
<td>0.0</td>
<td>1.8</td>
<td>3.3</td>
<td>3.2</td>
</tr>
<tr>
<td>(0.15:0.2]</td>
<td>0.0</td>
<td>1.3</td>
<td>1.5</td>
<td>1.4</td>
<td>0.0</td>
<td>1.6</td>
<td>2.3</td>
<td>2.1</td>
</tr>
<tr>
<td>(0.2:0.25]</td>
<td>0.0</td>
<td>0.6</td>
<td>0.8</td>
<td>1.3</td>
<td>0.0</td>
<td>1.8</td>
<td>2.3</td>
<td>1.5</td>
</tr>
<tr>
<td>(0.25:0.3]</td>
<td>0.0</td>
<td>0.3</td>
<td>2.5</td>
<td>1.6</td>
<td>0.0</td>
<td>1.3</td>
<td>5.7</td>
<td>4.4</td>
</tr>
<tr>
<td>(0.3:0.4]</td>
<td>0.0</td>
<td>0.9</td>
<td>0.5</td>
<td>0.1</td>
<td>0.0</td>
<td>2.0</td>
<td>2.7</td>
<td>2.0</td>
</tr>
<tr>
<td>(0.4:1]</td>
<td>0.0</td>
<td>2.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>5.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Variable-length CAT</td>
<td>SE30</td>
<td>ER015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.0</td>
<td>78.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>87.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0:02]</td>
<td>0.0</td>
<td>6.7</td>
<td>52.4</td>
<td>1.9</td>
<td>69.4</td>
<td>4.0</td>
<td>76.0</td>
<td>70.6</td>
</tr>
<tr>
<td>(0.02:0.05]</td>
<td>0.4</td>
<td>2.4</td>
<td>28.2</td>
<td>78.7</td>
<td>30.6</td>
<td>2.0</td>
<td>17.6</td>
<td>29.4</td>
</tr>
<tr>
<td>(0.05:0.1]</td>
<td>96.8</td>
<td>1.5</td>
<td>5.9</td>
<td>6.8</td>
<td>0.0</td>
<td>1.0</td>
<td>5.6</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.1:0.15]</td>
<td>2.8</td>
<td>1.1</td>
<td>2.7</td>
<td>3.3</td>
<td>0.0</td>
<td>1.3</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.15:0.2]</td>
<td>0.0</td>
<td>0.9</td>
<td>2.4</td>
<td>2.0</td>
<td>0.0</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.2:0.25]</td>
<td>0.0</td>
<td>1.6</td>
<td>1.4</td>
<td>1.9</td>
<td>0.0</td>
<td>0.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.25:0.3]</td>
<td>0.0</td>
<td>2.0</td>
<td>5.7</td>
<td>4.5</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.3:0.4]</td>
<td>0.0</td>
<td>1.8</td>
<td>1.4</td>
<td>0.9</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.4:1]</td>
<td>0.0</td>
<td>3.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Note. RAN = random; MFI = Maximum Fisher Information; PR1 = progressive-restricted with $k = 1$; PR2 = progressive-restricted with $k = 2$; PR3 = progressive-restricted with $k = 3$; FL20 = fixed-length (20 items); FL45 = fixed-length (45 items); SE30 = standard error of 0.30; ER015 = standard error of 0.30 or error reduction of 0.015.
**Comparison between CAT and linear**

The most satisfactory combination of CAT was the fixed length of 20 items with the PR2 method (PR2FL20). Although in terms of efficiency the performance of CATs with error reduction was higher than the fixed-length conditions, this decrease in test length was in no more than five items. Additionally, in terms of precision FL20 CATs outperformed variable-length CATs, especially those with ER015. Therefore, the slightly higher efficiency of the ER015 rule does not justify the loss in precision compared to FL20. In parallel, the use of exposure control significantly increased the test’s security without compromising application precision. Therefore, the condition adopted for comparison with the linear application of Enem was PR2FL20.

Table 7 presents the precision indicators of the linear test simulation and again of the PR2FL20 condition for ease of comparison. The precision obtained in the linear test was satisfactory, but they were better in the CAT.

**Table 7. Mean of standard error, correlation, bias, and root mean square error of the replications of simulations with linear application and PR2FL20 condition of the CAT.**

<table>
<thead>
<tr>
<th></th>
<th>Linear</th>
<th>PR2FL20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Error</td>
<td>0.495</td>
<td>0.376</td>
</tr>
<tr>
<td>Correlation</td>
<td>0.885</td>
<td>0.928</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.077</td>
<td>0.058</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.433</td>
<td>0.347</td>
</tr>
</tbody>
</table>

Note. PR2FL20 = progressive-restricted with $k = 2$ and fixed-length (20 items); RMSE = root mean square error.

Figure 4 shows the RMSE and standard error of the linear application along the Enem scale, as well as the CAT with PR2FL20. Throughout the entire scale, the CAT shows a significant improvement in precision compared to the linear application.

**Figure 4. Standard error and RMSE conditioned on theta for linear test and CAT with PR2FL20**
Discussion

The objective of this study was to evaluate the exposure control PR with different acceleration parameters in fixed and variable length CATs. We simulated the administration of Enem (a high-stakes educational test administered on paper) in CAT format. The results partially support hypothesis H1 (the efficiency and precision of PR method will be similar to MFI). The efficiency of PR method was lower than MFI in variable-length CATs, as the number of items administered with PR method was higher. On the other hand, precision with PR was slightly lower than with MFI in fixed-length CATs and CAT with SE30 stopping rule. With ER015 stopping rule, precision had a relevant negative impact. Hypothesis H2 (the security of PR will be higher than MFI) was corroborated. Hypothesis H3 (the efficiency and precision of PR method will be similar with all acceleration parameters) was partially supported. In fixed-length CATs and CAT with SE30 stopping rule, changes in acceleration parameter did not have a relevant impact on precision. In the latter stopping rule, efficiency reduced with increased acceleration parameter. With ER015 stopping rule, efficiency was not
strongly affected, but precision had a negative impact. Hypotheses H4 (higher acceleration parameter leads to higher security) and H5 (precision of CAT with PR will be higher than linear test) were corroborated. Specifically, regarding H5, we compared the precision of linear test with that of a fixed length CAT with 20 items and PR method with an acceleration parameter of 2.

Our results regarding the efficiency of CAT with SE30 stopping rule contrast with previous findings. In this study, the average number of items administered increased considerably in conditions with PR, with differences of up to 14 items compared to MFI. In Leroux et al.’s (2013) study, the difference reached a maximum of seven items. In Leroux and Dodd's (2016) study, the difference did not exceed three items, and in Leroux et al.'s (2019) study, the difference in the average number of items administered did not even reach one item. The fact that the difference in test length is larger in this study may be due to the characteristics of the item bank and the sample. Leroux and Dodd (2016) and Leroux et al.'s (2019) studies used polytomous items, which may widen the ability range where the test provides satisfactory total information, compared to a test with dichotomous items. As a result, the random administration of items may have a smaller impact, as the selected item is likely to contribute significantly to the reduction of measurement error. This hypothesis is reinforced by the fact that Leroux et al. (2013), who used dichotomous items, found a larger average difference than the other studies. Another possible cause of the difference between our findings and previous ones is the use of the acceleration parameter. In this study, the higher the acceleration parameter, the larger the average test length. We did not use PR1 in the variable-length CATs, but in conditions with PR2, the maximum difference from MFI was nine items, which is closer to Leroux et al.’s (2013) findings. It should be noted that caution is needed when comparing findings, as the formula used
by these previous studies for item selection in PR (McClarty et al., 2006) does not include an acceleration parameter and would approximate Equation 3 with an acceleration parameter of 1.

We found a negligible reduction in CAT precision when including PR exposure control in fixed-length CATs and with a stopping rule based on standard error, corroborating previous findings (Barrada et al., 2008; Leroux & Dodd, 2016; Leroux et al., 2013, 2019). However, the use of PR method with the stopping rule of error reduction had a relevant impact on measurement error. This result contrasts with Leroux et al.’s (2019) findings, who used the predicted standard error reduction (PSER) stopping rule. The difference adopted as a criterion in the cited study was 0.020, which is less stringent than the one used in this study. However, in PSER, even if the standard error reaches the desired value, the application continues until the error reduction reaches a determined value. In contrast, in the conditions of this study with the error reduction criterion, the application would stop if the standard error reached 0.30. Therefore, a possible reason for the differences in results between the studies is the reduction of the mean standard error caused by this continuous application. Hence, we recommend studies that compare the accuracy of cases where the application is terminated with a standard error greater than the desired value, as well as the accuracy of cases with a standard error lower than the desired value.

Another possible reason for the decrease in accuracy when combining PR with the error reduction rule is early termination of the application. The weight of the random component of the PR method decreases more slowly with higher acceleration parameter values. Given the random selection of items, two consecutive items with low informativeness for the provisional theta may be administered, even after reaching the minimum test length (in the case of this study, 15 items). If this occurs, there may be a
low reduction in error. If this reduction is lower than the stopping criterion (in our case, 0.015), the application terminates prematurely. In the case of PSER, the algorithm checks the potential reduction in measurement error for each available item in the item bank and subsequently selects the item to be administered. This difference in the algorithm may mitigate the effect of PR randomness. Therefore, we recommend studies that investigate the impact of PR randomness on the early termination of CATs with the error reduction stopping rule. Additionally, we suggest that studies explore minimum test lengths or algorithms that prevent premature termination of the application.

Our findings on test security corroborate previous research. We observed a reduction in item overlap rate when using the PR method, and this rate increased as the acceleration parameter also increased. These results were also found by Barrada et al. (2008) in fixed-length CATs. We did not find studies that evaluated the effect of the acceleration parameter on test security in variable-length CATs, so we recommend replicating the simulation conditions used in this study with other item banks and subjects to further investigate this aspect.

The differences in efficiency, precision, and security indicators across the four tests reinforce that their values are impacted by the distribution of items and thetas along the scale. Overall, the indicators were better for the LC test, whose test information curve most closely matched the density curve of the sample theta. This finding is in line with Lee and Dodd's (2012) study, which simulated CATs with item banks of different distributions (one with a peak at the easy end of the scale, one at the medium range, and one at the difficult end) and two groups of subjects (one with a mean of zero and the other with a mean of 0.74). The best precision and security results were obtained with the medium-difficulty item bank, regardless of the subject group. The worst results were obtained with the easy item bank and the group of subjects with
higher mean. This underscores the importance of investigating the effect of item bank
distribution beyond the CAT algorithm.

The reduction of the length of the Enem test in this study to 20 items was greater
than the reduction to 33 items proposed by Spenassato et al. (2016) for the MT test from
Enem 2012. The increase in efficiency in this study was expected, as the MT item bank
consisted of 792 items, whereas the cited study used 45 items. The authors found an
average standard error of 0.351, while in this study, this measure was 0.376. This
difference may be due to the use of exposure control, as the average standard error in
MT in the condition with MFI in this study was 0.311. This means that the significantly
larger size of our item bank likely compensated for the impact of reducing the length of
the test and the exposure control in CAT Enem, as the difference in error compared to
the previous study was small. Although our RMSE and correlation values (0.347 and
0.928) were less satisfactory than those of the previous study (0.088 and 0.998), this can
be explained by the fact that the authors considered the theta estimated with the 45
items in their study as the true theta. Since 33 items were administered, it makes sense
that the estimated theta in the CAT would be very close to the true theta. In this study,
instead of calculating the true theta from the responses, we simulated the responses
from the considered true theta.

The reduction observed in this study was similar to that observed by Jatobá et al.
(2020), who also used the 45 items from the MT test of Enem 2012. In that study, the
authors used a customized item selection method, which allowed for a reduction to 21
items, while the application with MFI reduced to 35 items. In this study, we achieved a
length of 20 items using a universal item selection method, so future studies should
investigate the potential of other selection methods to further increase the efficiency of
CAT Enem.
Our reduction was also greater than the one observed by Tabak et al. (2023), who implemented a 25-tem multistage adaptive test with the 45 MT items from Enem 2019. However, their indicators of precision were relative better than ours (correlation of 0.967 and RMSE of 0.12), which show the potentiality of applying multistage testing in Enem. Therefore, we encourage studies that implements this selection method with large item banks and exposure control.

Our reduction also exceeded that of Kalender and Berberoglu (2017). The fixed-length CAT of 25 items in their study had average standard errors ranging from 0.25 to 0.32. In this work, the 20-item CATs with MFI had an average standard error of up to 0.311. Considering that the authors' item bank had 45 items, this improvement was expected. In the CAT that we selected as the most satisfactory, which controlled item exposure, the average standard error ranged from 0.218 to 0.376. This represents a negligible loss in precision, considering the gain in test security for a high-stakes examination.

This study has the limitation of using only simulated responses. Therefore, the responses were not subject to possible external influences (such as fatigue, motivation, and prior knowledge of the participant about an item). We recommend further studies that compare the precision and efficiency of CATs with linear tests in high-stakes contexts. We highlight the possibility of developing an efficient CAT for the Enem that can improve its precision and security. Considering the four tests, the CAT selected in this study totaled 80 items, which is a smaller quantity than the total number of items in a single day of exam administration. We hope to contribute to optimizing high-stakes educational tests, particularly the Enem, in a way that makes the measurement process fairer by eliminating undesirable interference.
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